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Ethics in field experimentation: A call to establish
new standards to protect the public from unwanted
manipulation and real harms
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In 1966, Henry Beecher published his foundational paper “Ethics and Clinical Research,” bringing to light
unethical experiments that were routinely being conducted by leading universities and government agencies.
A common theme was the lack of voluntary consent. Research regulations surrounding laboratory experiments
flourished after his work. More than half a century later, we seek to follow in his footsteps and identify a new
domain of risk to the public: certain types of field experiments. The nature of experimental research has
changed greatly since the Belmont Report. Due in part to technological advances including social media,
experimenters now target and affect whole societies, releasing interventions into a living public, often without
sufficient review or controls. A large number of social science field experiments do not reflect compliance with
current ethical and legal requirements that govern research with human participants. Real-world interventions
are being conducted without consent or notice to the public they affect. Follow-ups and debriefing are rou-
tinely not being undertaken with the populations that experimenters injure. Importantly, even when ethical
research guidelines are followed, researchers are following principles developed for experiments in controlled
settings, with little assessment or protection for the wider societies within which individuals are embedded.
We strive to improve the ethics of future work by advocating the creation of new norms, illustrating classes of
field experiments where scholars do not appear to have recognized the ways such research circumvents ethical
standards by putting people, including those outside the manipulated group, into harm'’s way.
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There has been a rapid and dangerous decline in  govemn research with human participants*; it is common
adherence to the core foundations of ethical research  knowledge that many field experiments are conducted

on human participants when it comes to field experi-
ments in the social, behavioral, and psychological sci-
ences (1-7). For example, just looking at one discipline, a
review of all articles published in the preeminent political

without the consent, knowledge, or debriefing of par-
ticipants (7, 8). Critically, even when researchers adhere
to ethical guidelines, they are following principles de-
veloped for a different era, designed to protect and

science journals from 2013 to 2017 found that almost  limitrisk to individual participants in controlled laboratory
none of the field experiments in that period reflected  settings. The basic principles of “respect for persons,”
compliance with the current ethical requirements that ~ “justice,” and “beneficence,”" while clearly applicable to
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TThe Nuremberg Code of 1947 (9) and the 1964 Declaration of Helsinki (10) adopted by the World Medical Association form a set of principles
widely regarded as the cornerstone of ethical research on human subjects. They declared that participants must give informed consent, there must
be a substantial scientific basis for the study, and experiments should yield findings that cannot be obtained any other way. High-profile cases
of questionable research, including the Tuskegee Syphilis Study, Milgram’s Obedience Study, and the Stanford Prison Experiment, led to the
National Commission for the Protection of Human Subjects and the Belmont Report (11), which codified a set of three basic principles to protect
human participants: respect for persons, justice, and beneficence. In this article, we focus on the functional ability of these principles, not their
underlying foundations. Nevertheless, we believe it important to recognize that these principles are grounded in basic principles of ethics and
human rights, with a foundation in moral philosophy going back to Socrates. For instance, respect for persons rests on the principle of autonomy
where people should not be treated as a means to a researcher’s end, but as individuals in their own right, and derives justifications from categorical
imperative and moral law theories. Similarly, justice is grounded in contractualist perspectives, especially Rawlsian types, but is also informed
by feminist care ethics types of approaches that focus attention on the experiences of individuals. Beneficence reflects an integration of virtue
ethics and consequentialist perspectives and is designed to make sure that group benefits do not neglect individual welfare.
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the design of field experiments, were not written to address the
influence that large-scale manipulations can have on entire societies.
The rise of large-scale real-world interventions raises new ethical
dilemmas because experimenters now routinely target outcomes
that affect whole societies, and often do so without the public's
consent, knowledge, debriefing, or any means to identify or reverse
long-term real-life negative effects. Manipulation effects routinely
influence both the target population as well as the wider public
who are equally likely to be harmed by an intervention, without their
awareness. Indeed, as far as we could find, no work in any discipline
has even attempted a review of the long-term effects of real-life
manipulations from social science field experiments. Efforts to
change the outcome of real elections, purposely stoke intergroup
resentment and sectarian conflict, retraumatize people in conflict
zones, and increase corruption represent only a few examples of
recent real-world social science field experiments (12-17).*

Such experiments have become mainstream, and pose a
fundamental challenge to the ethical principles enshrined in the
Declaration of Helsinki, the Belmont Report, and other estab-
lished ethical guidelines (19). Remarkably little attention has been
given to the societal harms that result from real-world manipula-
tions. As such, there is an acute need for both enforcement of
current ethical norms as well as updated ethical standards to pro-
tect individuals and populations from societal harms resulting
from field interventions. Such an advance offers the additional
benefit of working to protect the credibility and value of the sci-
entific enterprise itself. It is also important to recognize the dis-
tinction between adhering to universal research standards and
institutional ethics approval. While institutional review board
(IRB) guidelines may increase ethical awareness, they exist to pro-
vide legal protection for institutions. As we illustrate below in a
Cornell and Facebook experiment, IRBs may be necessary, but
they are not sufficient to ensure the ethical treatment of subjects
or the protection of broader communities because they do not
primarily exist for the purpose of protecting participants, nor do
they necessarily accomplish this goal (20). Additionally, there is
great variation in IRB standards, both within and across institutions
and countries. Therefore, we do not advocate for increased re-
sponsibility on the part of IRBs. Rather, we focus on universal
ethical standards, with a goal of updating those standards to
shape appropriate ethical principles for field experiments
going forward.

Here we discuss only some of the kinds of risks and contra-
ventions of established ethical guidelines resulting from large-
scale real-world experiments. Our examples are not provided to
render any judgment on intent. Rather, just the opposite: We as-
sume that all of these cases did not intend to bypass ethical con-
cerns. Science is an undertaking of learning and trial and error,
but, often, as an enterprise, it forgets the lessons of the past.
Mistakes, including those retroactively declared as such, are
how we learn, and discussing new dilemmas openly and honestly
is how science improves. In that spirit, we strongly admonish those
who seek to blame, shame, or play “gotcha.” We make these
observations not to throw stones from afar, but rather in an at-
tempt to aid from within, raise these concerns, and encourage a
new consensus around the protection of populations during field

*Purposefully unethical behavior, including acts of libel, hate speech, fraud, or
electoral violations [see Bonica, Rodden, and Dropp's (18) attempt to influence
elections in Montana, for example], while important to reduce, is not the focus
of this discussion.
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experiments. Indeed, we too have come to learn as we have made
our own mistakes; those are, in part, what led us to raise these
concerns more broadly. With deep humility and respect for all
those seeking to conduct good research, we recognize the need
for correction and hope to change minds for the future, not to
place blame for past decisions or judge anyone's intentions. We
strive to improve the ethics of future work by illustrating classes of
field experiments where the broader academy does not appear to
have fully recognized the ways such research circumvents ethical
standards by putting people, including those outside the manip-
ulated group, into harm'’s way. In this way, we identify new risks
that require the creation of new norms explicated below.

New Risks from Large-Scale Social Science Research

In our discussion of field experiments that appear to violate
principles of respect for persons, justice, and beneficence, as well
as our introduction of novel concerns, we do not provide a sys-
tematic review of problematic studies, since no such analysis ex-
ists. Rather, we selected classes of experiments that: 1) appeared
in high-impact top-tier field journals and interdisciplinary journals
such as PNAS, Science, and Nature; 2) have been highly cited; 3)
are common; 4) are carried out in conjunction with large state
entities, governments, or corporations; 5) affected large pop-
ulations; or 6) caused real public harms. These are not the only
studies that demonstrate the concerns we raise, but instead rep-
resent classes of studies that set trends for work in the future or
follow a problematic trend now. Indeed, the types or experiments
we selected do not constitute outliers, nor are they extreme or
rare. However, it is important to keep in mind that the studies we
discuss here represent only a handful of examples from hundreds
of such studies.

One might be concerned that the classes of experiments we
discuss, or the cases where violations of ethical guidelines are
apparent, are the result of cherry-picking. The classic example of
cherry-picking would be if we were claiming the barrel of cherries
were all bad, and then we picked out only the handful of bad
cherries to make the case, but this is not what we are doing here.
Rather, we are picking out the bad cherries to save the barrel, and
we think this is a critical difference. Nevertheless, there are a lot of
bad cherries that are easy to find. Discussing them openly allows
us to identify the dangers that such systematic ethical disease
presents. To be clear, we are describing the kind of problems that
have arisen because many experiments in certain classes are in-
creasingly being conducted without adherence to basic research
ethics. As a result, new problems have arisen from technological
advances not covered by current ethics. Our goal is to facilitate
potential solutions going forward.

Social Pressure Manipulations. One of the most common con-
traventions of respect for persons and beneficence, including lack
of informed consent and debriefing and disregard of the
do-no-harm axiom, involve social pressure experiments. In seeking
to identify what increases or depresses voter turnout, for example,
scores of studies have undertaken large-scale interventions in real
elections (21-25). Some explicitly state the intent is to change
outcomes, generate feelings of group conflict, or pursue activist
and partisan goals. These studies use a variety of tactics, including
mailers, phone calls, and door-to-door visits, including from fake
candidates. Several studies have targeted very large minority
populations in such ventures, large enough to change electoral
outcomes, by sending racially charged group-conflict messages
and other anxiety-inducing stimuli. For example, one study targeted
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approximately half of the registered Black voters in a souther state
in the United States with a history of racial inequality and sent a
quarter of this population a racially charged group-conflict mes-
sage (15). This produced a reduction in minority turnout in a real
election. Such manipulations are reminiscent of the types of action
that led to the installation of voting rights laws requiring Supreme
Court supervision of protected classes during the Civil Rights era.

Shifting the actual outcome of an election has real effects on
local and national society. This alone should merit discussion on
what experimenters can ethically do. However, more critical to our
concerns is the public’s welfare. Reducing a minority population’s
turnout and representation will have negative consequences for
that community for years to come. Tens if not hundreds of thou-
sands of people were manipulated. This outcome violates the
principle of beneficence where “persons are treated in an ethical
manner not only by respecting their decisions and protecting
them from harm, but also by making efforts to secure their well-
being.” Two explicit rules serve to underscore beneficent actions:
1) “do no harm”; and 2) “maximize possible benefits and minimize
possible harms.” Given historical racial inequality in access to
voting, generating feelings of interethnic hostility plausibly adds
to the discord, disharmony, and racial tension in a population that
has not yet recovered from past (and current) transgressions.
Furthermore, even those experiments that claim to increase voter
turnout disproportionately advantage those with the means to
vote, and thus enhance negative societal effects by reducing the
relative turnout for the least advantaged in society, specifically
minorities, resulting in further electoral inequality (26).

None of the scores of studies we found in this class reported
obtaining informed consent prior to the manipulation or debrie-
fed the unknowing participants, letting them know that they had
been manipulated. By not doing so, the experimenters did not
follow the basic principle of respect for persons that requires re-
searchers to: 1) inform participants of the potential risks related to
their participation and 2) acquire permission before conducting
research on anyone. Informed consent allows participants to avoid
potential harms by opting out and is a “moral prerequisite” for
any study to take place (9); it constitutes “the fundamental prin-
ciple of human-subjects protection” (27) where “. . .a researcher is
only (ethically and/or legally) justified in using a research subject if
the research subject has consented to being so used” (28). This
applies to all experiments, laboratory or field. Debriefing also
constitutes an integral component of respect for persons that
serves two critical functions: to remediate negative consequences
and to revert participants to their prior state, including allowing
people to return to how they felt about themselves and others
before the study began. This process gives researchers a chance
to correct unintended harms that may have accrued through
participation and to inform participants about the purpose of the
study, thereby removing any confusion the experiment might
have caused (29).

Participants did not have a chance to opt out through informed
consent or to return to their prior psychological state subsequent
to the intervention through debriefing (i.e., some attempt to de-
mobilize group hostility or remove harmful consequences). The
principles of respect for persons and informed consent rest on
expectations of individual autonomy. Such self-determination is
fundamentally violated when field experiments manipulate peo-
ple and elections without consent or debriefing. As a result, par-
ticipants’ access to an important public good (i.e., voting), critical
forsdemocraticrgovernancemwassinfluencedswithout their knowl-
edge or approval. Indeed, if made aware of it, more than half the
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subjects would likely oppose the research, much less consent to
taking part in it (8, 30). Nor do such groups receive any benefit
from the research. These two factors lie in perfect opposition to
respect for persons and beneficence.

Other common manipulations explicitly “threatened” as many
as tens of thousands of people with “exposure” to their peers and
community if they did not vote (31), with the specific goal to
shame the public or induce anxiety and negative emotions if they
did not engage in the behaviors the researchers desired (32, 33).
Yet we could find no social pressure study in this group that
addressed the effects of surveillance manipulation on public
health, particularly regarding the effects that social pressure can
have on vulnerable individuals. Social threats, such as posting
one’s name or telling one’s neighbors about their personal life, are
likely to produce higher rates of mental health trauma, especially
for people with anxiety disorders. According to the National In-
stitutes of Mental Health, 18% of the US population suffers from
some type of anxiety condition (34). People with anxiety and
others often experience severe stress as a result of believing that
some negative trait has been publicly exposed. This means that,
for every 1,000 people pressured, the health of 180 of them is
likely to have been negatively affected as a direct result of this
manipulation. We do not claim that all such individuals will inev-
itably experience enough anxiety to put them at a health risk as a
result of this manipulation (35). Yet, it remains important to con-
sider the more than minimal risk to vulnerable populations prior to
such manipulations; this does not appear to have happened,
despite evidence from medical and public health studies that in-
dicate threatening anxious people can precipitate symptoms.
While some healthy people can become more resilient following
major crises (36), the opposite tends to be true for highly anxious
people. Such individuals may feel they cannot say no to social
pressure manipulations because of fear of social stigma, and, as
such, these people are not only denied the option of not partici-
pating, but they can also be pressured to act in a manner that the
experimenter wants while still being more likely to suffer negative
outcomes (37). Placing high-anxiety individuals under social
pressure is equivalent to placing undue influence on at-risk pop-
ulations, such as prisoners, children, or vulnerable others; even if
unknowingly, it takes advantage of them. These experiments run
counter to the principles of beneficence and justice that require
fair and equal distribution of the risks and benefits of participation,
including in the recruitment and selection of participants. Of
critical importance, justice forbids exposing one group of people
to risks solely for the benefit of another group.

As the number of unknowing participants increases, so too
does the magnitude of unintended spillover. People are em-
bedded in social networks and share their experiences, leading to
a greater number of individuals affected, posing long-term con-
sequences for the larger society, without any means for preven-
tion or correction. In all of the field experiments of this class we
could find, none conducted or reported assessments of informed
consent or postexperimental checks on health or neighbor rela-
tions of the intended (and forced) participants or the wider
affected communities (e.g., increased rates of suicide, hospitali-
zation or other medical treatments, burden on friends and family).
The guiding documents of ethical research tell us the public
should not be manipulated without consent, debriefing (respect
for persons), and a full understanding of potential health risks
consequent to intervention (beneficence and justice), yet this
guidance is not reflected in many published studies in the highest-
impact journals.
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Social Media. There is no more salient example of the influence
field experiments can exert on the wider society than studies us-
ing social media platforms (6). Tens of millions of people in single
events have been manipulated in academic experiments (12, 38).
We have already learned in a short time the negative effects of
such manipulations, including the ability of domestic and foreign
powers to weaponize social media and manipulate democratic
elections. Basic truths are now questioned, and trust in public
institutions is at an all-time low. The ability to engage in micro-
targeting, and the rapid way in which negative and hostile infor-
mation, real or fake, is shared on social media, only serves to
increase the potential danger of manipulating large groups of
people without the ability to manage or understand the wide-
spread effects that occur outside the investigator’s control.
Facebook and their academic colleagues’ now-infamous experi-
ments that manipulated the mood of hundreds of thousands of
people by randomly pushing positive or negative posts to their
feed investigated how human emotional states are transferred to
others by contagion. The studies, however, did not consider all of
the untold negative events that occurred from this manipulation.
How many people were put over the edge, thrown into a bad
mood, engaged in domestic violence, caused emotional distress
to others, or lost their jobs due to the manipulation? Such follow-
up was never undertaken.

A recent emotional-contagion study (39) conducted on hun-
dreds of thousands of people by researchers at Cornell University
simply did not obtain any ethics approval (3). Cornell’s IRB de-
cided that the study did not need approval because the data had
been collected by Facebook. According to the defenders of these
studies, users consent to this kind of manipulation when they
agree to a company’s terms of service. This is factually untrue.
Terms of service for social media platforms do not meet the
standards of informed consent for ethical research; rather, they
are designed for purposes of civil liability. Others argue that such
manipulations reflect nothing more than what people encounter
every day (40, 41). First, this is a common misinterpretation and
misapplication of Common Rule 45CFR 46. This rule defines
minimal risk as “the probability and magnitude of harm or dis-
comfort anticipated in the research are not greater in and of
themselves than those ordinarily encountered in daily life or
during the performance of routine physical or psychological ex-
aminations or tests.” The class of experiments clearly rise above
minimal risk, however, and thus require review. Indeed, a con-
sensus has formed that this does not mean it is relative to the
population under study (42). Rather, for example, experimenters
cannot put people who are normally at risk for death or corruption
in a situation where those might occur. Second, and critically
important, even if minimal risk is determined, it does not obviate
the ethical requirements for consent. Third, it is questionable
whether researchers have a right to influence someone’s mood for
their own self-interest. Finally, claims that “things like this happen
every day” must be taken to their logical conclusion. Rape hap-
pens every day; racism happens every day; sexism happens
every day; homophobia happens every day. Frequency does not
provide ethical justification. If we follow the “every day” argu-
ment, this means that researchers have a right to conduct studies
that launch racist profanity at others, that inspire sexist behavior,
that create homophobic fear, undermine public trust, and dele-
gitimize science. Terrible things do happen every day and people
endure them, but to argue that the public must endure such
thingssinsthesnamerofssocialssciencewithoutstheir consent, es-
pecially when such studies have yet to prove any tangible benefit
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to the manipulated public, is not an ethically defensible position.
Clearly, it is beyond the purview of academics to try to regulate
social media platforms; however, this does not abnegate scholars
of the responsibility to establish and police ethical principles for
our own work. Indeed, no serious scholar should ever look to
Facebook or Twitter for the ethical standard by which to guide
their field research. Cambridge Analytica provides all of the evi-
dence we need to demonstrate the folly of such an undertaking.

Resource Allocation. Scholars increasingly partner with interna-
tional organizations, governments, and others to examine the
effects of various processes on outcomes such as electoral ac-
countability or support for the government. These efforts are al-
most always proclaimed to be designed for the public good, but
they often produce negative side effects. In one study, half of the
“subjects”—people who were behind on rent and in danger of
eviction—were denied monetary assistance for more than 1y so
researchers could determine who ended up homeless (43). Per-
haps the most poignant example is a class of studies where
scholars worked with activists and nongovernmental organizations
(NGOs) to empower women in developing countries through
microfinance or direct cash infusion. Women benefitted in nu-
merous ways; however, domestic violence against the women
also increased substantially, as they were seen to violate prevail-
ing norms of patriarchal rule (44, 45). They also upset the matri-
archal hierarchy that existed among the women, fracturing
support systems in the future when the money ran out. These
consequences go unaddressed, yet ethically should be addressed
before any intervention takes place through thorough, context-
specific assessments drawn from observational and qualitative
research. Insufficient thought and attention to negative down-
stream consequences appears common in the design of the in-
tervention in these types of studies where field experimenters do
not engage the population to anticipate what effects their “good
deeds” might have.

There are at least four sets of interrelated problems that
emerge from these designs. First, when such experiments offer
rewards that far exceed average monthly incomes, the design is
coercive, since individuals do not have true freedom to refuse
such a large influx of cash. This violates the principle of respect for
persons. Second, giving life-altering benefits to some people and
not to others, no matter how random the assignment, can often
result in resentment and anger in the larger community toward
those who do receive the benefit, including the stimulation of
tribal warfare in developing countries. As any learned scientist
knows, relative gains matter, and such effects can and do exac-
erbate inter- and intragroup conflict. Imposed inequality can and
does have negative consequences, particularly when investigators
are unaware of the history of tribal rivalries and familial hierarchies
that their interventions exacerbate. Third, as some receive bene-
fits and others do not, imbalances and inequity often wreak
mayhem on social networks, families, and communities. These
latter two violate the principles of justice and beneficence. Finally,
when researchers partner with governments, NGOs, and other
organizations, they are compromised. No matter how well-
intentioned, the design and execution of research is influenced
by the goals and resources provided those organizations, who are
not bound by the same standards of professional research ethics.
Scholars cannot rely on the ethical requirements of such organi-
zations any more than they can on the regulations of social media
platforms.
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Conflict Generation. Some studies have stoked sectarian fight-
ing, others have encouraged protest at the risk of jail and other
real harms to the public (17), and still others increase ideological,
ethnic, and racial polarization (14). Some studies have presented
subjects with videos or other media of actual violence being per-
petrated against members of their in-group in order to investigate
the effect on group identity and behavior toward members of the
perpetrating out-group (16). It was no surprise that exposure to
violent repression pushed subjects toward stronger in-group
identification and out-group hostility. None of these studies
reported any consideration of the downstream consequences for
the larger society affected by these studies or the health of those
exposed to such videos in these vulnerable populations. None of
those studies reported a follow-up or plan to monitor whether or
not the study itself generated prolonged hatred or engagement in
subsequent violent retaliation generated by what they observed.
Such effects are likely and could last for years, especially in the
absence of debriefing. Rarely, if ever, do such studies report clinical
professionals on staff to address these risks. Such unnecessary and
disturbing exposure challenges the principles of respect for per-
sons, justice, and beneficence.

Experiments that manipulate and change larger societies
without consent, controls, proper testing, debriefing, and dia-
logue with the population are unethical regardless of whether the
motivation, intent, or result is “good” or "bad.” Studies that seek
to justify the means by the ends for the good of society ignore that
their good is often very different from the subjects’ definition of
good, and one researcher’s good can constitute another person’s
notion of evil. This is particularly true for moral, political, religious,
cultural, and social beliefs, where ideas on what is right, just, fair,
or positive can be highly contentious and dependent on individ-
ual and local norms and culture.

Corruption. Another increasingly common domain of field ex-
periments involves corruption. The argument for such experi-
ments is obvious; it is very difficult to study dishonest behavior
openly (7). However, these studies pose significant risks to indi-
viduals who are peripheral to the subjects. This class of experi-
ments is often conducted in underdeveloped countries. For
example, one group of experimenters, in attempting to under-
stand and reduce government officials’ demands for bribes, raised
salaries in Ghana, believing higher incomes would reduce cor-
ruption. The intervention actually increased police demands for
bribes and the amounts given by truck drivers to the police (46).
The public, while not the target, was and will be negatively af-
fected for the foreseeable future. Other studies involved creating
false businesses and agencies. In a region where government
corruption is high, the effects of these interactions reduced public
trust in societies where trust in institutions is already low, but
necessary in order to maintain stable governments and societies.
In these and other studies, the principles of respect for persons
and beneficence are violated as individual subjects’ and society’s
welfare become superseded by investigator interest. Equally im-
portant, the effects on society from contagion cannot be con-
trolled. Similar concerns apply to many other types of studies
where international organizations and scholars seek to impose
their own personal value-laden outcomes, all the while ignoring
the negative societal effects on the affected population.

Life-Course Manipulation. If there is a culmination of all of the

preceding;classesof fieldhexperiments:surrounding what happens
when experimenters alter the lives of subjects without their
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knowledge, consent, or debriefing, or without adherence to
principles of respect for persons, justice, or beneficence, it is the
class of studies that purposely seek to change life path. Some
appear innocuous at first, such as researchers and OKCupid using
dating sites to create intentional mismatches to see what happens
in mating behavior (5). But imagine finding out years later that
your relationship was based on a “lie.” How might that disrupt a
life? Other examples, reminiscent of Watson'’s “Little Albert,” are
far more sinister. The case of the “three identical strangers” (Yale
University) separated at least five sets of twins and triplets at birth,
purposely placing children into families with different socioeco-
nomic status and other characteristics to see what would happen
to their lives. For years, researchers conducted home visits while
lying to the families, stating that they were part of routine moni-
toring after adoption (4). The families were never told that their
child had siblings. The study specifically targeted the vulnerable
biological parents who could not take care of their children,
children who needed to be adopted, and parents who deeply
desired a child. Yale sealed all details until 2065, when the like-
lihood of all injured parties being dead or unable to recover
damages is high, while the probability of finding surviving bio-
logical family members is low. None of the “subjects” provided
informed consent. This is neither an extreme example nor an
outlier. In fact, until very recently, researchers at Yale were still
following up on the siblings. The fact that such deception is on-
going demonstrates that this is the type of study we invite if we
rest our arguments on researchers as activists, putting faith in their
own beliefs about what is good for others, as opposed to allowing
people to choose for themselves if they want to be part of an
experiment on not. A natural question is “could this happen
again?” Sadly, we believe so. Even if Yale was to change their
approach, many institutions, including those in wealthy advanced
democracies, either do not require ethics approval for social sci-
ence research or simply do not have an IRB at the institutional
level. More than IRB adherence is needed to protect the public
from such experiments in the future.

Only a Small Sample of the Ongoing Harms. All of the above
examples are real studies that have been conducted. These ex-
amples illustrate only a tiny portion of the classes of already-
realized harms that have and will continue to result from large-
scale real-world public manipulations without proper adherence
to appropriate ethical standards. The lack of adherence to the
basic principles of respect for persons, beneficence, and justice
are particularly problematic when vulnerable populations, who
are at the highest risk for serious psychological, economic, phys-
ical, sexual, and social harms, are involved.

New Requirements and a New Standard: Respect for
Societies

We join a growing list of scholars across disciplines who argue we
must respect the voice of the public who are asking not to be
experimented on without consent (30, 47, 48). To promote that
end, we strongly encourage greater interdisciplinary teaching of
research ethics at the graduate level across the social sciences,
including principles applied to both laboratory and field settings.
In addition, we suggest that it is time for academic professional
associations, journals, and institutions to update our policies to
adhere to existing ethical norms and formulate new requirements
to address potential harms raised by large-scale field experiments
that impact entire populations, especially in light of technological
advances. If we are to believe authors’ ostensible claims about the
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significant nature of their results, then we have all the evidence we
need to know that these studies affect individuals and societies in
negative ways, without their knowledge, consent, or the possi-
bility for remediation of effects. It is not logically possible, nor
ethically defensible, to have it both ways. Manipulations have
effects, and the consequences of such widespread effects must be
properly considered by the researcher at the design stage and
evaluated again at the publication stage. If ethical procedures are
not followed, or unnecessary harms occur, then publication
should not follow.

Field experiments are a powerful tool, and some argue that
they should not be subject to the same minimal ethical standards
as other research (41, 49). This is akin to arguing that pistols
should have a 10-round limit on magazine capacity but assault
weapons can have unlimited rounds. Both the realized and po-
tential risks to larger populations from field experiments are far
greater than those in social science lab experiments. To argue
that, since they pose higher risk, they should be subject to lower
ethical thresholds is not reasonable or scientific. There is an
overwhelming consensus in the scholarly world that the benefits
of research must outweigh the costs.

We further advocate extending ethical guidelines to include an
additional standard providing for societies. This proposed fourth
basic principle, respect for societies, requires addressing the
potential effects manipulations can have on both local and large-
scale societal outcomes. This consideration represents more than
an aggregation of individual rights. Ethics designed for the pro-
tection of individuals are not designed to protect groups or to
address the effects of manipulating entire communities and social
structures. When manipulations are conducted in a living society,
effects are unpredictable and influence more than the target
population through contagion. When individuals have not been
given the opportunity to consent, or are not in the group under
direct manipulation, researchers are still ethically obligated to
respect their rights and welfare.

We are not arguing that field experiments should be aban-
doned; just the opposite. Indeed, we recognize their value, and
therefore wish to highlight the need for more responsible and
stringent adherence to ethical guidelines designed for their par-
ticular effects and challenges. We encourage a more robust de-
bate about how best to accomplish this goal. There is great value
in understanding how small-scale processes can affect large-scale
outcomes through real-world investigation, and no other method
can outperform field experiments for external validity. However,
they must be justified first, and at the very least adhere to the
same minimal principles required of all other forms of experi-
mental research. From an ethical standpoint (see the Nuremburg
Code), an experiment should not be conducted if there are more
appropriate ways to explore existing phenomena than to create
real-life situations that harm actual populations. Simply put, there
is no need to run an experiment on millions of people when a
sample size of a 1,000 will provide all of the power needed for a
meaningful effect size.

In cases where the larger society might be affected through
large-scale intervention and experimentation, additional protec-
tions for the wider publics should be included. Manipulating real
public outcomes should not occur without broader public dis-
cussion, debate, approval, and sanction. Indeed, in all other types
of studies or efforts that affect the greater public or living socie-
ties, there are strict procedures. For example, the Food and Drug
Administrationshasswell-establishedr=guidelinesyfor releasing in-
terventions into the public that include at |east four phases over
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the course of years, where small-scale controlled studies are
scaled up gradually until the intervention is deemed safe to re-
lease into society. Such standards provide a valuable template for
experimenters who seek to manipulate a large-scale living society.
Just as no ethical researcher would release a new medication
without major testing, even for the social good of eliminating
horrible diseases or viruses, similarly impactful social manipula-
tions should undergo equivalent scrutiny.

Yet, when it comes to social science field experiments, we have
somehow entered into a Wild West where anything goes when it
takes place in the public sphere in large populations, while small
controlled laboratory experiments must follow established
guidelines. Thus, we suggest that, for any field experiment on a
real-life society, the relevant publics should be consented and
debriefed. Otherwise, scholars will be engaging in public ma-
nipulation without public protection of a kind that, if it were
conducted by a foreign government, would be considered a vi-
olation of international law, if not an act of war. To those who
advocate that such consent is not possible, we argue, if one can
manipulate millions, then one can consent millions. Even if indi-
vidual consent is difficult, technology allows for a number of ways
to inform the public that a large-scale experiment is about to be
released. Local, state, and federal governments do this when
making public service announcements, including notifications
regarding road closures, risk of fire, and Amber alerts. Radio, In-
ternet, billboards, phone notifications, and television do work.
Giving the public the ability to be aware of, and potentially find a
way to opt out of, a manipulation and the means to report neg-
ative side effects is enshrined in the Nuremberg Code, the Dec-
laration of Helsinki, and the Belmont Report. Simply offering
public notice is a low-threshold means for acquiring at least pas-
sive consent. In the face of such warning, large-scale public outcry
might warn researchers that their design may pose serious risks to
the welfare of the wider population and should be abandoned.

Some argue such processes are too onerous, too costly, or too
time-consuming (1, 41). Manipulating people’s real lives and
changing outcomes in a real society, according to the basic
standards of human protections, should be onerous and meticu-
lous and take time. It should require substantial public debate and
scrutiny. That is the purpose of individual and public protections.
If we abandon such principles, how far should academic investi-
gation be able to go? Should scholars be allowed to start a riot to
see how violence spreads? This appears to be close to the case in
Hong Kong (17). Or should they be allowed to place transgender
people at risk to see how the public engages with them, as was
done recently in the United States (10)?

What matters is the standards we adopt, not simply the effects
of any given study. Otherwise, we are placing our own welfare
over that of the subjects and populations we purport to be in-
vestigating and often claim to be helping. If we advocate for un-
limited and unlicensed real-world manipulations, we open a door
that is not controllable, where there is little ability or avenue for
people to recover and return to their original state and no ability
to stop unintended spillover effects, which an investigator may
not be able to anticipate or recognize in advance.

It is critically important to recognize the inherent conflict of
interest in creating a real-world outcome, analyzing the results,
benefiting from the findings, and then serving as judge and jury
on the social value of such studies. Intentions to manipulate the
public for the sake of changing a societal outcome may be the
enterprise of private corporations, campaigns, foreign govem-
ments, and other entities, but manipulating a person’s real life or
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an entire living society without consent or notification, or proper
preliminary testing, ethically cannot, and should not, be the goal
of legitimate scholarly research. Scholarly research is intended to
understand, not change, public outcomes. Activism is a personal
choice, not a scholarly one. One can be both, but a declaration
that the scholar seeks to change opinion in a given study must be
declared and be part of the approval process for the study, as well
as any publication, particularly if funding comes from an inter-
ested source. This important distinction is what lends credibility to
academic research and heightens legitimacy, and any study that
could negatively affect the public’s health or incite violence and
long-term discord should be regarded with increased scrutiny.

How can we institute these changes? The most proven avenue
is through enhanced training and education, journals, external
funding, and professional associations, which set the guidelines
for each field and offer a potent mechanism to institutionalize
norms and provide oversight of ethical issues. Once high-impact
journals and funding opportunities require adherence to particu-
lar ethical standards, research incentives shift quickly, as has been
the case with data transparency and replication. Such policies
might include mandated ethics statements as part of the sub-
mission process, which is common in many psychology and
health-related outlets. Changes in training may also help institu-
tionalize the protections we advocate. Most researchers at US
institutions typically only complete an online training module; this
is no substitute for the kind of extensive, discipline-wide, con-
sensual education that can take place through mentorship,
apprenticeship, and coursework.

Conclusion

We hope to inspire greater discussion, debate, and the eventual
emergence of a consensus around appropriate policy to address
ethical concerns for wider public welfare in field experiments.
What constitutes a well-designed study and what constitutes an
ethical one can be contiguous or mutually contradictory, and se-
rious thought must be given to the relevant trade-offs. Participant
and societal protection, however, should never be sacrificed

solely to advance individual research interests or professional
success. When we began this work and circulated our first paper
on this topic in 2013, the response was some curiosity and con-
fusion, but often hostility. Most field experimenters appeared
unaware of the ethical issues, and we were even told that field
experiments were exempt from consent (we have yet to find this
blanket exemption). A few years later, especially in the wake of the
upheavals over the Montana, Facebook, and other experiments, a
wave of recognition identifies that serious problems often result
from widespread social interventions. The public has made clear
they consider this to be a problem. High-profile news articles,
public debate, and admonishment of experimenters, including by
legislators, alongside a social-media firestorm, has provided am-
ple evidence that the public does not want to be experimented
upon without their consent. We see this article as one step forward
in an attempt to address these concerns and explore ways to
improve the ethical consensus surrounding field experiments. We
also suggest that all types of research will benefit from more self-
conscious ethical review. Ultimately, the welfare of participants
and the public depends on knowledgeable, caring, and respon-
sible investigators who place participant well-being and the
public welfare ahead of all other aspects of the research
enterprise.

Data Availability. There are no data underlying this work.
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